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Abstract

Broadband linear-phase refocusing pulses were designed with the Shinnar–Le Roux (SLR) transformation and verified experimen-
tally. The design works in several steps: initially, a linear-phase B polynomial is created with the Parks–McClellan/Remez exchange algo-
rithm. The complementary A polynomial required for the SLR transformation is generated with the Hilbert transformation, yielding the
minimum-phase response. The phase response of the A polynomial is altered by zero-flipping, which changes the overall pulse shape
while retaining its refocusing profile. Optimal pulses in terms of minimal B1max and hence broadest bandwidth were found with non-linear
optimisation of the zero-flipping pattern. These pulses are generally phase modulated with a time-symmetric amplitude and anti-symmet-
ric phase modulation. In this work, a whole range of pulses were designed to demonstrate the underlying relationships. Five exemplary
pulses were implemented into a PRESS sequence and validated by acquiring images of a water–oil phantom and lactate spectra at
TE = 144 ms.
� 2007 Elsevier Inc. All rights reserved.
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1. Introduction

Spin–echo experiments require radio-frequency (RF)
pulses, which refocus the magnetisation of interest. In the
field of in-vivo MRI and MRS, these pulses are shaped to
yield a desired refocusing profile and become spatially
selective by superposition of linear gradients on the mag-
netic field. The bandwidths of these refocusing pulses are
strictly limited by the maximum RF field strength (B1max)
of the MR scanner and coil. This limitation in bandwidth
leads to a relative spatial displacement of species with dif-
ferent chemical shifts, known for instance as water–fat shift
in MRI or chemical-shift-displacement artefact in MRS.

The chemical-shift displacement is aggravated at higher
field strengths, since the chemical shift is proportional to
B0, whereas B1 max and hence bandwidth of RF pulses gen-
erally decreases due to hardware and power deposition
constraints. On whole-body MR scanners with B0 = 3 T,
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the relative displacement of water and fat is in the range
of 50% of the slice thickness. Therefore, PRESS [1], a pop-
ular MRS localisation technique, is heavily impaired and
generally does not yield satisfactory results for B0 P 3 T.
PRESS is a double spin-echo experiment with one slice-
selective excitation pulse and two slice-selective refocusing
pulses, all spatially selective in orthogonal directions.
Therefore, the resulting spin echo stems from a localised
single voxel in three-dimensional space. Especially prob-
lematic for PRESS at higher field strengths is anomalous
J modulation, which leads to an almost complete signal
cancellation for lactate at TE = 144 ms [2–4]. Anomalous
J modulation denotes the effect of a spatially varying J evo-
lution due to displacements of the coupling partners. The
PRESS box exhibits eight regions of different J evolutions,
one where the coupling partner experiences all three pulses,
six regions where it experiences only selected pulses and
one where it does not experience any pulse at all. The final
spectrum is the superposition of these different evolutions.

Various alternatives to PRESS are applied for volume
localisation in MRS at higher field strengths, such as
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STEAM [5] or LASER [6,7]. STEAM works with three 90�
pulses, which naturally have much broader bandwidths
than refocusing pulses. However, STEAM suffers from a
signal loss of about 50%. LASER, a localisation sequence
with three pairs of adiabatic full passage pulses, is better
in terms of signal yield. Pairs of pulses with the same
slice-selection gradients are used in order to compensate
the non-linear phase induced by a single adiabatic pulse.
The resulting sequence is robust, however at the cost of a
fairly long minimum echo time due to the long duration
of six refocusing pulses.

Another approach to improve MRS localisation is over-
prescribed PRESS [8,9], where normal PRESS localisation
is combined with outer-volume suppression. The PRESS
box is enlarged and the region of chemical-shift displace-
ment is saturated with quadratic-phase RF pulses before
the experiment [8,10,11]. This considerably increases
energy deposition and deteriorates water suppression,
which is also preceding the PRESS experiment. A promis-
ing alternative to STEAM, LASER and over-prescribed
PRESS is to use broadband linear-phase refocusing pulses
[12–15] in the PRESS sequence. However, this class of
pulses and their design is rather unknown.

RF pulse design is a difficult task and many methods
have been proposed over the years. The spin evolution
in MRI can be described with the coupled differential
Bloch equations, which cannot be inverted analytically
in most cases. For small flip angles, it is possible to
approximate the Bloch equations by the Fourier transfor-
mation assuming _Mz ¼ 0, which holds for angles up to
approximately 40�–50�. The error in the desired target
profile is intolerable for refocusing pulses due to the large
flip angle of 180�.

An elegant and versatile approach for RF pulse design is
the Shinnar-Le Roux (SLR) transformation [16], which
reversibly transforms an RF pulse into two finite-
impulse-response (FIR) filters, namely the ‘‘A’’ and ‘‘B’’
polynomials. The problem of RF pulse design is thus
reduced to FIR filter design, which is a highly-developed
engineering task with many different methods existing.
The most common class of RF pulses have a linear phase.
For refocusing pulses this traditionally leads to time-sym-
metric pulses with only real coefficients (i.e., no phase mod-
ulation). The second half of the pulse refocuses the phase
acquired during its first half, and hence no undesired phase
remains. It is also possible to design pulses with a non-lin-
ear phase response, such as minimum, maximum [16], qua-
dratic [10,11] or higher-order polynomial [17]. The phase
can also be altered by zero-flipping [18–20], which has the
interesting feature of changing only the phase while retain-
ing its magnitude response. However, non-linear phases
remain in the refocusing profiles and cannot be compen-
sated by (fast-switching) linear gradients present on com-
mon MRI scanners. Non-linear phase pulses can be
applied twice, hence the second pulse compensates the
non-linear phase acquired by the first one [21], which is
the principle of LASER [6,7].
A different approach for increasing the bandwidth of
refocusing pulses is to deviate from the traditional sinc-
Gaussian type of pulse shapes. In general, refocusing pulses
must have a time-symmetric magnitude and anti-symmetric
phase modulation ([13] and Appendix A). This kind of
pulses can be designed by direct solution of the Bloch equa-
tions with non-linear optimisation [13], concatenation of
self-refocused 90� excitation pulses [22], or the SLR trans-
formation in combination with zero-flipping of A

[12,14,15]. For the SLR approach, a standard linear-phase
B polynomial is designed and combined with a non-mini-
mum-phase A polynomial. A few single pulses appeared
mainly in conference proceedings. However, no systematic
investigation and verification was reported for this class of
pulses.

The objectives of this work are to extend the design prin-
ciples of broadband refocusing pulses, investigate the
underlying relationships and verify several exemplary
pulses experimentally. For the design of broadband refo-
cusing pulses, a standard linear-phase B polynomial was
designed with the Remez exchange algorithm [23]. The cor-
responding minimum-phase A polynomial was created with
the Hilbert transformation and then altered in its phase
response by zero-flipping [18–20]. There are 2p different
combinations of flipping the zeroes and hence as many dif-
ferent phase functions existing (with p denoting the zeroes
in the passband). Finding the optimal combination of zer-
oes to flip for the minimal B1max is an intricate optimisation
problem, particularly for pulses with high-time bandwidth
products. Therefore, two different optimisation strategies
for flipping the ideal combinations of zeroes are proposed:
an exhaustive search, where all combinations are consid-
ered and a genetic algorithm. Several favourable pulses
are selected, implemented into the PRESS sequence [1]
and verified experimentally by measuring their refocusing
profile in a water–oil phantom and a lactate spectrum at
an echo time of 144 ms.
2. Theory

The SLR transformation reversibly transforms an RF
pulse into two FIR filters, the ‘‘A’’ and ‘‘B’’ polynomials

AðzÞ ¼
Xn�1

j¼0

ajz�j;

BðzÞ ¼
Xn�1

j¼0

bjz�j;

ð1Þ

with z ¼ eix and the normalised angular frequency
�p 6 x 6 p. Evaluation along the unit circle yields
the frequency responses AðxÞ and BðxÞ, which is equivalent
to the Fourier transformation. The SLR transformation
requires

jAðxÞj2 þ jBðxÞj2 ¼ 1: ð2Þ
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The task in the SLR pulse design is to find appropriate A

and B FIR filters. In the case of refocusing pulses, the pro-
file for spin-echoes with surrounding crusher gradients is
given by [16]

Mþ
xyðxÞ ¼ �znB2ðxÞM��

xy ðxÞ; ð3Þ

where Mþ
xy and M�

xy denote the transverse magnetisation
after and before the pulse, respectively. That is, the A poly-
nomial has no influence on the refocusing profile, but is
constrained in its magnitude response by

jAðxÞj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� jBðxÞj2

q
; ð4Þ

in order to fulfil Eq. (2). The phase is unconstrained and
can be freely chosen as long as it can be represented by a
polynomial in z. Using different A polynomials can consid-
erably alter the resulting RF pulse shape. That means,
many different RF pulse shapes can describe exactly the
same refocusing profile given by B2ðxÞ (Eq. (3)), including
its phase response and error ripples.

Obtaining an appropriate phase to the magnitude
response jAðxÞj is called phase retrieval and amounts to
an inverse problem. One simple and special solution is
the minimum-phase polynomial, which is an analytic signal
[24]. The log-magnitude and phase response are Hilbert
transform pairs. Hence, the minimum-phase for jAðxÞj
can be calculated with the Hilbert transformation (H) [16]

\AðxÞ ¼Hflog jAðxÞjg: ð5Þ

The minimum-phase A polynomial is advantageous in
the sense that it yields RF pulses with the minimal energy
deposition [16]. An A polynomial with a different phase
function, however, can decrease the peak B1 value of the
RF pulse (B1 max). This allows to shorten the pulse and
hence increase its bandwidth.

Solutions with non-minimum phases are more difficult
to obtain. One way to approach this inverse problem is
zero-flipping [18–20]. The complex A polynomial is fac-
tored out into its zeroes qk according to

AðzÞ ¼
Xn�1

j¼0

ajz�j ¼ c �
Yn�1

k¼1

ð1� z�1qkÞ; ð6Þ

where c is a scaling constant. All zeroes are located inside
the unit circle (i.e., jqkj < 1), because A is a minimum-
phase polynomial. Mirroring a zero on the unit circle to
one over its radius alters the phase but not the magnitude
response. Formally, this zero-flipping is given by replacing
a zero with one over its complex conjugate

q0k ¼
1

q�k
: ð7Þ

This process can be performed for multiple zeroes. The
altered A polynomial can then be calculated again by
replacing the respective zeroes in Eq. (6) and a subsequent
scaling (i.e., determination of c) for instance with Eq. (2).
The drawback of flipping zeroes of the A polynomial is
an increase in energy deposition. The difference in energy
deposition from the minimum-energy solution DE
expressed in units of tesla2, is given by [25,26]

DE ¼ � 8n

c2 ~T

X
l

log jqlj; ð8Þ

where n is the filter length, ~T the total pulse duration and l

the index of the flipped zeroes.
The objectives in the design of broadband refocusing

pulses are to find the optimal combinations of flipped zer-
oes yielding RF pulses with the minimal B1 max. The amount
of different combinations is given by 2p, where p denotes
the number of considered zeroes. One great simplification
stems from the fact that only zeroes flipped in the passband
of the pulse (i.e., �BW =2 6 x 6 BW =2) beneficially
change the pulse shape. The number of zeroes in this pass-
band is related to the time-bandwidth product by

p � n � BW

2p
: ð9Þ

The total filter length n has no influence on the number
of zeroes in the passband.

3. Methods

Broadband refocusing pulses are designed with the fol-
lowing steps. First, a linear-phase B polynomial is designed
with the Parks–McClellan/Remez-exchange algorithm [23].
Then, the corresponding minimum-phase A polynomial is
generated with the Hilbert transformation (Eq. (5)). The
A polynomial is factored out into its zeroes and some are
flipped (Eq. (7)). The zeroes are multiplied to yield the
new non-minimum phase A polynomial (Eq. (6)), which
is scaled with Eq. (2). Both the A and B polynomials are
finally transformed into an RF pulse with the inverse
SLR transformation [16]. The only question remaining is
which zeroes need to be flipped in order to find the pulse
with the minimum B1max.

Two different non-linear optimisation techniques were
applied to determine the zero-flipping pattern: an exhaus-
tive search and a genetic algorithm [27]. The exhaustive
search has the advantage of always finding the global min-
imum. However, the computational expense quickly aggra-
vates, hence permitting only a small number of zeroes to be
systematically combined. In the current work, the number
of zeroes to be combined was limited to 13.

The second optimisation approach was a genetic algo-
rithm [27]. The initial populations are given in two different
ways, random or systematic. For good results, the random
initialisation has to be fairly large, thus we chose an initial
population size of 6 � 1:3p, where p denotes the number of
zeroes in the passband. The other kind of initial population
included no zeroes, a single zero and a combination of two
different zeroes flipped.

The B polynomials designed with the Parks–McClellan/
Remez-exchange algorithm have an equi-ripple error
response. The most equitable comparison of pulses with
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different time-bandwidth products can be made by design-
ing FIR filters with the same error ripple, which is a func-
tion of the empirically derived performance measure D1
[16]. This D1 is related to the filter length n, (angular)
bandwidth BW and fractional-transition width FTW by

D1 ¼ n � BW � FTW: ð10Þ

Note, that D1 as well as BW are given in this work in units
of radian, consistent to [11,17] but in contrast to [16] with
an additional factor of 2p.

A whole range of pulses were designed with an effective
flip angle of h ¼ 168� to gain additional insight into the
pulse design. The SLR transformation has a singularity
at 180� (Eq. (2)). In order not to exceed this limit with
the large error ripples for D1 ¼ 10 in the pass band, we
had to reduce h to 168�. The pass band was weighted 100
times as much as the stop band. Four series of comparable
pulses (i.e., same error ripples) were designed with
D1 ¼ 10; 15; 20 and 25, respectively. The time-bandwidth
products were n � BW ¼ 25; 30; 35; . . . ; 500 (in radian),
which results in fractional-transition widths according to
Eq. (10) of 0.02 to 1. For comparison, traditional sinc-
Gaussian type of pulses were designed for all series with
the same B polynomials and the minimum-phase A

polynomials.
In a second series, D1 was fixed to a constant value of

20, leading to reasonable pass band ripples. This permitted
a nutation angle of h ¼ 172� even with equal weight on
pass and stop bands. The time-bandwidth product was
again varied in the same range of n � BW ¼ 25 to 500 and
also in steps of 5. From that series, five exemplary pulses
were selected and implemented into the standard PRESS
sequence. Their profile was measured with an imaging
sequence (TR ¼ 1 s and 160 · 256 phase and frequency
encodes, respectively). The effect of broadband refocusing
pulses on the J evolution of lactate was shown by measur-
ing a phantom containing 100 mM lactate, 3 mM TMS,
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Fig. 1. The resulting physical bandwidths and pulse durations, when scaling th
time-bandwidth products from 25 (left) to 500 (right) in steps of 5. The broad
genetic algorithm with random (cyan) and systematic (green) initial populations
of the references to colour in this figure legend, the reader is referred to the w
100 mM sodium formate and 10 mM sodium azide
(PRESS with TE = 144 ms, TR = 2 s and 64 averages).

All experiments were performed on GE 3T HD Signa
12M4 scanner (GE Healthcare, Milwaukee, WI, USA)
equipped with a transmit-receive head coil. A water–oil
phantom was prepared with sunflower oil and water doped
with 0.5 mM DOTAREM (Guerbet, Roissy, France). All
routines were implemented in Matlab V7.1 (R14) SP3
(The MathWorks, Natick, MA, USA). The genetic algo-
rithm from the ‘‘Genetic Algorithm and Direct Search
Toolbox’’ was used.
4. Results and discussion

It is possible to design a wide range of useful RF pulses
with the proposed optimisation methods (Figs. 1 and 2).
Beyond certain time-bandwidth products, i.e., zeroes in
the passband (Eq. (9)), the optimisations become impracti-
cal (>1 day on a current PC). The exhaustive search is fea-
sible up to n � BW � 125 (red line in Fig. 1), while the
genetic algorithm with a large random initial population
extends up to n � BW � 225 (cyan line in Fig. 1). The
genetic algorithm with a systematic initial population is
computationally feasible up to n � BW ¼ 500 and beyond
(green line in Fig. 1). The genetic algorithm does not
always find the global minimum, especially with the rela-
tively small systematic initial populations. This effect can
be observed in Fig. 1, where pulses obtained with the
exhaustive search, hence the global optimum, sometimes
exhibit larger bandwidths for the same time-bandwidth
product as the pulses optimised with the genetic algorithm.

Broadband and traditional pulses are scaled to a maxi-
mum RF field strength of B1 max ¼ 24 lT and plotted over
the pulse durations (Figs. 1 and 2). The most important
observation is that the broadband refocusing pulses allow
for an approximately linear increase of bandwidth with
pulse duration. This is in contrast to the fixed bandwidth
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eb version of this paper.)
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Table 1
Parameters for the five exemplary pulses (n � BW ¼ 31 is traditional, rest
broadband)

n � BW
(rad)

~t
(ms)

gBW
(kHz)

FTW E (same
B1max)

E (samegBW)

31 3.7 1.4 0.65 1.06 1.06
50 3.7 2.1 0.4 3.75 2.78
85 5.3 2.6 0.24 7.24 4.45

110 5.8 3.0 0.18 8.12 4.23
175 7.7 3.6 0.11 10.05 4.36

The physical parameters pulse duration ~t and bandwidth gBW are for
B1max ¼ 24 lT. The energies are normalised to a traditional sinc-Gaussian
type of RF pulse with n � BW ¼ 25.
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of traditional sinc-Gaussian type of pulses (blue line in
Figs. 1 and 2),1 where the number of side-lobes is mainly
influencing the selectivity but not the bandwidth.

Along with broader bandwidth comes also better selec-
tivity and higher energy deposition (Fig. 2). Traditional
pulses improve their selectivity with one over the pulse
duration, while broadband pulses improve much faster.
However, the disadvantage is a higher energy deposition
by broadband pulses (Fig. 2, bottom row), both inherently
(Eq. (8) and Fig. 3) and because the energy is proportional
to the bandwidth. All pulses are scaled to the same physical
bandwidth in Fig. 3 in order to elucidate the additional
energy deposited by broadband refocusing pulses. It is
interesting to note in this figure that the optimal pulses in
terms of broadest bandwidth do not necessarily induce
the highest energies.

One traditional and four broadband refocusing pulses
were selected from the series in Fig. 2 for a further compar-
ison and validation. The physical parameters of the pulses
when scaling them to B1max ¼ 24 lT are listed in Table 1.
These parameters include pulse duration, bandwidth, frac-
tional transition width and the energy deposition (SAR).
Along with broader bandwidth comes a longer pulse dura-
tion and more SAR. In MR experiments both duration and
SAR is limited, hence we chose pulses only in a practically
useful range (n � BW 6 175). The RF pulse shapes are plot-
ted in Fig. 4 (left column). As predicted by theory [13], the
amplitude modulation of broadband refocusing pulses is
time symmetric, whereas the phase modulation is time
anti-symmetric. This is also derived in Appendix A in the
context of the SLR transformation. There are no direct
constraints to this symmetry during the design process,
1 For interpretation of the references to colour in Fig. 2, the reader is
referred to the web version of this paper.
hence it is solely a result of modifying the phase response
of A. Only zero flipping the A polynomial can alter the
RF pulse shape without affecting the refocusing profile. It
becomes clear from Eq. (3), that zero flipping the B polyno-
mial will alter both pulse shape and phase response of the
refocusing profile.

The sensitivity to wrong scaling of the RF amplitude is
shown in the middle column of Fig. 4. This comparison is
important because B1 homogeneity is often impaired at
higher field strengths (B0 P 3T) and in larger objects
(e.g., human body). Units on the y-axis are given in per-
cent, with 100% corresponding to correct B1 amplitude
scaling. The physical bandwidth in hertz is plotted along
the x-axis, while the refocusing profile (Mx) is represented
by the contours in colour2 code. Cross-sections through
B1 ¼ 100% (Fig. 5, left) show the improvements in band-
width and selectivity. The traditional pulse (n � BW ¼ 31)
is fairly robust to wrong RF scaling, as can be seen by
the long plateau with Mx > 0:9 in Fig. 4. The sensitivity
2 For interpretation of the references to colour in this figure, the reader
is referred to the web version of this paper.
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of broadband refocusing pulses to B1 inhomogeneities is
increasing with the time-bandwidth product, leading to a
fairly complex band pattern (e.g., n � BW ¼ 175 with
B1 ¼ 70%).

Fig. 4 (right column) shows the experimental verification
of the five exemplary pulses in the water–oil phantom. The
spin-echo sequence is composed of a PRESS volume local-
isation with the excitation and refocusing being in vertical
and horizontal direction, respectively. The minimum echo
time was chosen (TE ¼ 26; 26; 30; 31; 34 ms for
n � BW ¼ 31; 50; 85; 110; 175, respectively), which increased
due to longer pulse durations. The gradient strengths were
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adapted to always select the same voxel size. The chemical-
shift displacement artefact is considerably reduced when
using broader bandwidths, while the selectivity is
improved. Cross-sections through the water part of the
images are shown in Fig. 5 on the right. These refocusing
profiles degrade slightly for the broadest bandwidths. As
discussed in the last paragraph, this is due to an increased
sensitivity to B1 inhomogeneity.

The last validation of the exemplary pulses is through
spectroscopic measurement of lactate with a PRESS
sequence at TE ¼ 144 ms. Ideally, lactate shows up as an
inverted doublet (TE ¼ 1=J ). This is almost achieved with
n � BW ¼ 175, as visible in Fig. 6. The J evolution of lactate
is heavily impaired for PRESS localisation with narrow-
bandwidth pulses (anomalous J modulation). This can be
observed in Fig. 6 for the traditional refocusing pulse
(n � BW ¼ 31), where the signal is reduced and the dou-
blet almost in anti-phase. The signal cancellation will be
even more severe for shims in vivo of P 7 Hz, instead of
the phantom shim of � 2 Hz.
12345

n⋅BW = 31

ppm

Fig. 6. Lactate evolution for PRESS localisation with TE = 144 ms.
Insufficient bandwidth of the refocusing pulse leads to anomalous J

evolution (spectrum at the bottom), which can be considerably reduced
with broadband refocusing pulses (top).
5. Conclusions

The design of broadband refocusing pulses presented in
this work is flexible, provides a good understanding of the
nature of the problem and yields practical pulses. The
broadband refocusing pulses enable a considerable increase
in bandwidth along with much better selectivity. The draw-
backs are a higher energy deposition and a higher sensitiv-
ity towards wrong scaling of the RF amplitude. One
possibility to decrease this sensitivity could be to apply
non-linear optimisation [13], and use the presented broad-
band refocusing pulses for initialisation.

PRESS localisation greatly benefits from broadband
refocusing pulses. The chemical-shift-displacement artefact
is alleviated, which will be even more important for spec-
troscopy at 7 T. Using PRESS with broadband refocusing
pulses is a viable alternative to other localisation methods
applied on high-field scanners, such as STEAM and
LASER. Furthermore, the problem of anomalous J modu-
lation can be greatly reduced.
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Appendix A

In this appendix, we demonstrate in the context of the
SLR algorithm that refocusing pulses must have a time sym-
metric amplitude and anti-symmetric phase modulation.
The derivations are similar to Murdoch’s findings [13], how-
ever we use spinors (SU2 matrices) instead of 3 · 3 (SO3)
rotation matrices. The SLR algorithm [16] represents a train
of n-hard-pulses in the form of a product of SU2 matrices
with interleaved nutations (Cj; Sj) and precessions (z ¼ eix)

an �b�n
bn a�n

� �
¼

Cn �S�n
Sn Cn

� �
� � �

C2 �S�2
S2 C2

� �
z1=2 0

0 z�1=2

" #

�
C1 �S�1
S1 C1

� �
:

ð11Þ

The nutations Cj ¼ cos ð/j=2Þ and Sj ¼ eihj sinð/j=2Þ are
composed of a rotation about the RF field /j and an RF
phase hj. Hence, the spinor components ðan; bnÞ character-
ise the overall rotation induced by the train of pulses. The
spinors a and b are equivalent to the A and B polynomials
with an additional linear phase

An ¼ z�n=2an

Bn ¼ z�n=2bn:
ð12Þ

Hence, A and B represent polynomials in z�1. The symme-
try results will be derived directly from the original recur-
sion (Eq. (11)).

The derivation will follow the following steps: first we
transpose both sides of Eq. (11), then we change the sign
of the B1 field and finally we equate the new matrix with
Eq. (11). Transposing Eq. (11) leads to

an bn

�b�n a�n

� �
¼

C1 S1

�S�1 C1

� �
z1=2 0

0 z�1=2

" #

�
C2 S2

�S�2 C2

� �
� � �

Cn �Sn

�S�n Cn

� �
:

ð13Þ

Changing the sign of the applied B1 field alters the sign
of each nutation angle /j, hence bnðxÞ experiences a sign
change as well, while anðxÞ remains the same. This can
be verified by inserting n ¼ 2 in Eq. (11) and recurring it.
Hence, the B1 sign change leads to

an �bn

b�n a�n

� �
¼

C1 �S1

S�1 C1

� �
z1=2 0

0 z�1=2

" #

�
C2 �S2

S�2 C2

� �
� � �

Cn �Sn

S�n Cn

� �
;

ð14Þ

which is a mirroring in time of the RF waveform plus a
sign change in the RF phase h. The bnðxÞ is complex con-
jugated in this equation as compared to Eq. (11), while
anðxÞ remains unchanged.

Finally, we equate Eqs. (11) and (14). Refocusing pulses
require linear-phase b, hence bnðxÞ ¼ b�nðxÞ. Examining
the equality of Eqs. (11) and (14) on the right sides shows
Sn ¼ S�1 and more generally, by successively peeling off the
sequence of matrices, Sn�j ¼ S�jþ1. Thus, the nutation angle
(as governed by B1j j) is symmetric while the phase h is anti-
symmetric. Note, that this is true for arbitrary choices of
phase \anðxÞ. However, changing the phase of an will
change the B1 waveform, while preserving the complex con-
jugate property of B1.
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